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Course plan

Short course on Machine Learningfor Network Modeling

Planning: 4 dense sessions, 2.5 hours each 

1. Introduction to Graph Theory and Network Science

2. Network models - Static and dynamic graphs*

3. Structure and topology inference

4. Processes and signals over graphs

* is going to be given by Fabian Tarissan, CNRS, ENS Paris-Saclay
fabien.tarissan@ens - paris - saclay.fr
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How is this going to work?

Attend the courses

Do a short project

ÁUsing the tools of the course for a problem of your main discipline or 
ŀ ǘƘŜƳŀǘƛŎ ȅƻǳΩŘ ƭƛƪŜ ǘƻ ǇǳǊǎǳŜ ƛƴ ǘƘŜ ŦǳǘǳǊŜ

ÁThe subject and perimeter of each project should be discussed

ÁDeliverables: report + codes (MatlabΣ wΣ tȅǘƘƻƴΣ Χύ

3



.:: In this lecture

1. Diffusion processes on networks

2. Control of diffusion processes

3. Control of competitivediffusion processes

4. Adding restrictions to the control problem
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Diffusion Processes on Networks
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Diffusion Processes on Networks

DPs arise in systems with interconnected agents(real or electronic networks)

Áeach agent has a variable state

Áagent behavior depends on, and propagates to, its close environment

ÁǘƘŜ ǇǊƻǇŀƎŀǘƛƻƴ ŎŀǳǎŜǎ ŎƘŀƴƎŜǎ ƛƴ ŀƎŜƴǘǎΩ ǎǘŀǘŜ ŀŎŎƻǊŘƛƴƎ ǘƻ ǎƻƳŜ άrulesέ

Basics

Propagating entities: ŦǊƻƳ ŘƛǎŜŀǎŜ ŜǇƛŘŜƳƛŎǎ ǘƻΧ ŘƛƎƛǘŀƭ ŀƴŘ ǎƻŎƛŀƭ ŜǇƛŘŜƳƛŎǎ

ÁEpidemiology: diseases/viruses 

ÁComputer systems: computer viruses, fault cascade, computational errors (e.g. sensor 
networks)

ÁSocial and information networksΥ ƛƴŦƻǊƳŀǘƛƻƴΣ ƛŘŜŀǎΣ ǊǳƳƻǊǎΣ ǎƻŎƛŀƭ ōŜƘŀǾƛƻǊǎΧ
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Diffusion Processes on Networks
Basics

Propagating entities: ŦǊƻƳ ŘƛǎŜŀǎŜ ŜǇƛŘŜƳƛŎǎ ǘƻΧ ŘƛƎƛǘŀƭ ŀƴŘ ǎƻŎƛŀƭ ŜǇƛŘŜƳƛŎǎ

ÁEpidemiology: diseases/viruses 

ÁComputer systems: computer viruses, fault cascade, computational errors (e.g. sensor 
networks)

ÁSocial and information networksΥ ƛƴŦƻǊƳŀǘƛƻƴΣ ƛŘŜŀǎΣ ǊǳƳƻǊǎΣ ǎƻŎƛŀƭ ōŜƘŀǾƛƻǊǎΧ

This is what we will talk about



Diffusion Processes on Networks

Depending on the situation, a DP can be desired or undesired

Roughly three directions of research

ÁNetwork assessment:worst case analysis, risk/vulnerability 
assessment

ÁDP engineering:influence maximization, (viral) marketing

ÁDP suppression and control: containment of viruses, rumors, social 
behaviors, etc., using control actions

Directions of research
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Random Walks
Definition

Random Walk (RW) is a stochastic process 
on a graph that each time ὸ ρȟςȣ, jumps 
from the current node όto one of its 
neighbors based on the associated edge 
weights

ÁThe process is typically Markovian, so it 
does not have memory about the previous 
steps and they do not affect the jumps

ÁThe probability for the process to be at 
node ὺafter maaaaanysteps(at the limit) 
is proportional to the degree of ὺ



Random Walks
As a diffusion mechanism

ÁRWs simulate a diffusion mechanism

ÁBy sampling several RWs of given 
length, starting from the same seed 
node ὺ(or even more seeds), we can 
estimate the expected diffusion 
effect encoded in a visiting 
probability vector ὴ

Áὴƛǎ ȫŎƘŀǊŀŎǘŜǊƛǎǘƛŎΩ ŦƻǊ ǘƘŜ ǎǘŀǊǘƛƴƎ 
conditions of the RWs and can be 
used to assess the graph structure



Random Walks
Node2vec and biased walks

Node2vec is a  second order RW that introduces 
a bias related to the previous node of the walk

ὥ ὸȟὺ

ρ

ὴ
ρ
ρȾή

ÉÆὸ ὺ
ÉÆÄÉÓÔÔȟὺ ρ
ÉÆÄÉÓÔÔȟὺ ς

ÁNew edge weights:  ύᴂ ὥ όȟὺύ

ÁBFS is obtained with small p, large q (vice-
versa for DFS)

ÁWe cannot use the matrix multiplication trick 
ǘƻ ŎƻƳǇǳǘŜ ǘƘŜ ǾƛǎƛǘƛƴƎ ŜȄǇŜŎǘŀǘƛƻƴΧ 
Individual walks should be simulated
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Influence Maximization
Definition

Definition: Let a given graph Ὃ ὠȟὉ on which a diffusion process can take 
place. Find the subset of Ὧ ȿὠȿinfluential users ὛṖὠ(called seeds) that can 
maximize the spread of the influence measured by function ʎὛ:

Ὓᶻ ÁÒÇÍÁØ
Ṗ ȟ

ʎὛ

Estimating ʎὛ is hard (usually through Monte-Carlo simulations).

The problem is overall NP-hard.

Properties: ʎɇis monotonic and submodular function

ÁMonotonic increaseof influence w.r.t. seed set size:   ʎὛ ʎὛȟὛṒὛ

ÁDiminishing returns: ʎὛ᷾ ό ʎὛ ʎὛ᷾ό ʎὛ ȟ όᶅᶰὛȟὛṒὛ



Influence Maximization

We can approximate the solution in a greedy 
fashion: by choosing each time the node that 
increases maximally the influence of the 
augmented seed set

Competitive ratio ~ ρ -competitive

That means ~ 63.2% of the optimal 

Several approaches

ÁTime-aware

ÁLocation-aware

ÁContext-aware

ÁOnline vs Offline

Greedy approximation
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Multitude of diffusion models

Áno single model describes all possible complex diffusion phenomena

Well-studied models 

ÁcƻƳǇŀǊǘƳŜƴǘŀƭ ƳƻŘŜƭǎ ŦǊƻƳ ŜǇƛŘŜƳƛƻƭƻƎȅ ό{L{Σ {LwΣ {9LwΣ Χύ

Áother models from statistical physics (e.g. Percolation)

Ácommon characteristic: constant propagation rates

Diffusion Processes on Networks

SIS model

IS

IS R

SIR model

IS R

E

SEIR model

S: susceptible | E: exposed
I: infected      | R: recovered

Diffusion Models

Modern information-oriented models

ÁLƴŦƻǊƳŀǘƛƻƴ /ŀǎŎŀŘŜǎΣ Iŀǿƪǎ tǊƻŎŜǎǎŜǎΣ Χ

ÁCommon direction: propagation rates variable in time to model user interest



Example

Áuncontrolled SIS process on contact network

Diffusion Processes on Networks
Diffusion ModelsςSIS demo

ɓ · #infectedNeighbors

ŭ

Homogeneous
continuous-time 

SIS model
for one node

IS

Watch online: http://www.youtube.com/watch?v=fGSKHxSD-40

Áspreading rate ɓ

Ánode self-recovery rate ŭ

Áadjacency matrix ȷ

Ánetwork state X

Á two possible events each time: infection or recovery

http://www.youtube.com/watch?v=fGSKHxSD-40


DP suppression and control using control actions on nodesor edges

Diffusion Suppression and control

Node deletion Edge deletion Resources on nodes

Possible control actions



Dynamic Resource Allocation

DP suppression and control using control actions on nodes

Diffusion Suppression and control
Healing resources on nodes

Resources on nodes

preparatorypreventive corrective

vaccines           antidotes      treatments



Diffusion Suppression and control
Introducing resources

Átreatment efficiency ɟ

Áresource allocation R

ɓ · #infectedNeighbors

ŭorŭ + ɟ

with control

IS

ɓ · #infectedNeighbors

ŭ

IS

Átwo possible events each time: infection or recovery

Áspreading rate ɓ

Ánode self-recovery rate ŭ

Áadjacency matrix ȷ

Ánetwork state X

without control

Homogeneous 
continuous-time SIS 
model for one node



Dynamic Resource Allocation (DRA)
A modelling and control framework

DRA objective

Formally aDRA strategy

Constraints
Áunlimited resources, disposed at limited constant rate

Álimited accumulation of resources on single node

Áinability to store resources



Dynamic Resource Allocation (DRA)
Score-based strategies

Score-basedDRA strategies

where

Heal the nodes with the top-btot

ǊŀƴƪŜŘ ǎŎƻǊŜǎΧ

Áů(1) = 0 and ů(0) = -Ð

Baseline heuristicsand LRIE



OPTIMAL Greedy DRA

Derivation
Árewrite the DRA objective according to the Markovianproperty

Áthen, a second order approximation

LRIE - Largest Reduction of Infectious Edges

For an infected node i

virality vulnerability

i

infectious edge

j i j

A Greedy Approach for Dynamic Control of Diffusion Processes in Networks ,

K. Scaman, A. Kalogeratos, and N. Vayatis, ICTAI 2015.



OPTIMAL Greedy DRA

ÁNode h is the most central

ÁNode e and d are the most viral 

ÁNode e is the least vulnerable (safest)

LRIE - Largest Reduction of Infectious Edges

Toy example

LRIE node ranking

Priority1:  e  | Se=3-0

Priority2:  d | Sd=3-1

Priority3:  f  | Sf=1-2


